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ABSTRACT 

 
As part of this study though, real-time data analysis is examined by exploring the combination of machine learning 

algorithms with cloud computing. It does so by defining optimization problems and solutions, as well as outlining optimization 

goals and directions for development. The efficiency of real time data processing ability is also amplified with the use of an 

amalgamation of machine learning and cloud computing though traditional systems are often associated with high failure rates 

and high costs of maintenance. Enhanced indexing, systematic control of information storage and retrieval, query optimization 

are the main benefits obtainable from this. This is because despite the challenges such as limited resources, integration has never 

been a problem even with challenges of data privacy. Peculiar trends such as Explainable AI, Automated ML, and Continuous 

Intelligence present the ability to substantially enhance operational proficiency and decision-making. 

 

Keywords- Real-time data analysis, Machine learning algorithms, Cloud computing, Optimization problems, Optimization 

goals, Real-time data processing, Enhanced indexing. 

 

 

 

I. INTRODUCTION 
 

The use of data has become critical for any 

business as significant factors for strategic management, 

productivity, and decision-making. Alleviating this issue 

requires data warehouses that centralize information 

gathering within an organization to manage this tidal 

wave of data. Data warehouses have been relatively 

significant to facilitate data handling and analysis. To 

ensure that these systems remain functional they need to 

be normalized because of the increasing volume and the 

nature of the data that may be more complex. Cloud 

computing and master learning are employed in this 

upgrade. ‘Machine learning’ is another branch of artificial 

intelligence that enables systems to learn, improving over 

time the performance of the particular task. For the 

purpose of the given article, within the paradigm of data 

warehousing, machine learning algorithms have the 

potential of tweaking several activities, such as data 

handling, indexing, and query processing, all of which can 

help decrease the latency and enhance the given system`s 

throughput. It is advantageous to incorporate machine 

learning into data warehousing to aid resources with 

adaptive resource allocation, automatic query 

optimization, as well as to introduce predictable supply 

chain analytics for workload management. As opposed, 

cloud computing is an elastic solution that enables the 

processing of computations of ML algorithms on scalable 

and flexible infrastructure. This allows organizations to 

perform complex data processing in real time whilst at the 

same time avoiding the high capital investment in raw 

computing resources and analytical tools by leveraging 

cloud resources. Also, the processing, storing, and 

integration of data within the cloud are easy tasks which 

make the cloud an ideal environment for the 

implementation of data warehousing with improved 

features from ML technology. 

 

II. LITERATURE REVIEW 
 

According to Li et al 2024:  The evolving nature 

of data warehousing and data management, pointing out 
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the shortcomings of the centralized data warehouse 

approach, which such tools as SAP BO and IBM Cognos 

exhibit when dealing with the vast amount of data 

generated by online environments. Thus, in order to tackle 

these issues, it introduces the concept of cloud data 

warehousing and Machine Learning. By enabling other 

recommendations in the data processing, analytics, and 

storage, this integration helps to enhance company 

performance and creativity. Considering the issues that 

might occur at scalability and performance levels, the 

article reveals how cloud data warehouses such as 

Snowflake are applied to address the organization of 

machine learning models within production systems (Li 

et al 2024). This paper outlines the parallel integration 

approach in detail, the processes used in implementing it 

and stresses on how it can help to improve decision 

making and business operations in various fields of 

service, banking, insurance, manufacturing, and sales 

among others. Big data and data algorithms come hand in 

hand for organizations to introduce smart financial 

services, reliable medical diagnosis, efficient stock 

control, and other SMART functions. The study, 

comparing the results of parallel integration techniques, 

the research explains strategies into efficient 

incorporation and continuous comparisons of machine 

learning systems, even indicating a bright future in cloud 

data warehousing. 

According to Emamian et al 2022:  Low 

weight of software and in-expensive hardware is utilized 

in IMS for PV systems Light and average costs’ 

equipment The Intelligent Monitoring System (IMS) for 

photovoltaic (PV) installations employs low weight 

software and low coated cost, affordable equipment. The 

IoT utilized in the IMS has a focus on data management, 

ensuring that the connection and interconnectivity of 

devices is secure and efficient. For data storage for the 

company, it can use a personal cloud server while for the 

user’s access, the company can use an online monitoring 

system (Emamian et al 2022). The IMS uses deep 

ensemble models and an ensemble neural network built 

with LSTM to forecast the output power of the PV system 

under various environmental conditions and to perform 

defect detection. Based on the Current-Voltage curves 

classification, fault detection is achieved through 

ensemble learning models including Naive Bayes (NB), 

K-Nearest Neighbors (KNN), and Support Vector 

Machine (SVM). Integration and experiment study of the 

IMS reveals its effectiveness, generalization and 

replicability for whole PV plant monitoring & analysis 

including data acquisition, data pre-processing, database 

storage, fault detection, power quality assessment, energy 

yield assessment, and power forecasting. This particular 

system aims to enhance the effectiveness and reliability 

of PV systems as well as correct intrinsic problems with 

the mainstream PV monitoring systems by employing 

cheap apparatus and free fundamental software. 

According to Ahmadi 2023:   The systematic 

review of the literature on the interaction between ML and 

DW, with the emphasis on the challenges and 

opportunities of the optimization, the approaches, impacts 

and possible trends. It shows that by increasing reliability 

of its automatic operations and reducing the costs of 

maintaining them, ML enhances data warehouses that are 

critical for reporting and analysis. The processes of 

indexing, automatic management of data, and query 

optimization benefit from the integration of ML. The 

outcomes demonstrate the ways where probability (ML) 

might be utilized for load controlling, query optimization, 

and resource dynamic managing, which all make the 

processes more effective (Ahmadi 2023). Mentioning the 

fact that resources are scarce, one can also note the 

following security problems arise and, data 

confidentiality is an issue. Based on trends like Federated 

Learning, Explainable AI, Automated ML, Augmented 

Analytics, Continuous Intelligence it is expected that they 

will influence privacy data ownership, real-time 

flexibility, resource optimization, and decision making 

processes. 

 

III. METHODS 
 

The method for integrating the ML through data 

collection, data processing and use of the models in a 

cloud computing environment is a complex one that 

involves the use of ML for analyzing Real time data. 

Data Collection and Data Processing 

The first process is the data acquisition, where 

data is collected from various sources including the social 

media, Transactional databases, the internet of things 

devices, logs and several others, are scraped and 

accumulated in one central data store. Google cloud 

storage, AWS S3 and Microsoft Azure blob storage are 

the services offered by cloud solution providers such as 

AWS, Microsoft Azure and Google Cloud. Another 

important data operation is making data ready for analysis 

after it has been collected by clearing and formatting it to 

a certain structure. In this step, due to missing records and 

lack of records, the irrelevant records, data formats are 

modified or preprocessed. To avoid human intervention 

issues there are ETL (Extract, Transform, Load) 

employed in cloud environments such as AWS Glue, 

Azure Data Factory, Google Dataflow etc. 

Machine Learning Model Deployment 

Next comes the step of real-time analysis based 

on the prepared data through the calculation of key values 

with the help of ML models. Application-specific 

selection of the category of methodologies defines the 

specific type of the machine learning (ML) model, 

including classification models for anomaly detection, 

segmentation through clustering methods, and regression 

models for Predictive Analytics (Martínez et al 2022). 

Some of the common frameworks for model training and 

deployment include TensorFlow, PyTorch, and Scikit-

Learn, which are integrated with cloud computing 

services. Cloud solutions offer essentially all the 

computing infrastructure and tooling for model building, 
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training, and sharing. Some of these services include 

AWS Sagemaker, Azure Machine learning services and 

Google AI Platform. 

Real-Time Data Analysis 

Skills in handling data in real-time are known as 

continuous data intake and processing practice. Real-time 

data flow can be processed using the stream processing 

platforms like Kinesis from Amazon web service, Stream 

Analytics from the azure platform, and Kafka (Kanungo 

2024). Presumably, with these frameworks, machine 

learning models can follow the same feed of data, provide 

immediate analysis and useful information. The Data 

Science models that have been integrated generate real-

time data processing and output in forms of predictions, 

classifications and detection of anomalies (Bian et al 

2022). The results can then be viewed as cloud activities 

as well as insights for the stakeholders to take further 

actions when presented through other cloud analytics and 

business intelligence tools such as AWS QuickSight, 

Azure Power BI, or Google Data Studio. 

 

IV. RESULT 
 

The integration of cloud computing with ML 

techniques for handling applications and datasets in real-

time has provided significant improvements in the 

efficiency and effectiveness of operations (William and 

Bommu 2024). Query optimization is one of the key 

benefits of this integration since it attempts to increase it. 

Whereas, in traditional systems, the complex analytical 

queries take much time to execute, the ML algorithms 

calculate probable optimum execution plans for the query 

from historical data and thus minimize query latency and 

increase response time. In data intensive, high-volume, 

and big data environments, manual data management is 

tiresome, time consuming, error prone and requires 

computational and analysis efforts which are best handled 

by automated data management powered by machine 

learning (ML) (Xu et al 2024). This helps to minimize 

discrepancies with data and to maintain data quality, 

which is crucial when making numerous calculations and 

decisions. This is through future estimation of different 

resources that would be required based on previous usage 

patterns thus making it possible to engage predictive 

analytics for workload. This allows for effective 

forecasting of resources needed especially during peak 

traffic and possible lagging factors to be addressed. 

 

V. DISCUSSION 
 

Like anything else, this synergy of cloud 

computing and ML for processing real-time data has its 

advantages and limitations. This integration undermines 

the KiKR framework through enhanced data 

management, resource utilization, and query 

optimization. However, to capture fully the benefits that 

these developments, several key issues have to be 

addressed. Options for flexibility and scalability are 

numerous because the nature of cloud computing provides 

the proper infrastructure for introducing applications 

based on machine learning with no issues (Desai et al 

2022). Additional flexibility and opportuneness of 

applied data analysis solutions are provided through the 

opportunities to work with variable data 

amounts/complexity and requirements to data processing 

without significantly costly preliminary investments (Ige 

and Sikiru 2022). By implementing certain ML 

algorithms, organizations may benefit from superior 

analytical functionality, such as analyzing patterns, 

events, or detecting abnormal behaviors, moving from 

real-time to real-time, and even executable analyses, 

improving organizational performance and strategizing. 

In addition, data administration tasks are time-consuming 

and tedious and are often done manually, occupying a lot 

of time and contributing to errors and inconsistencies; 

automating these tasks reduces human input and errors 

and maintains standardization and quality, which in turn 

saves time for productive projects.  

 

VI. FUTURE DIRECTIONS 
 

Looking at the current trends and developments 

that are planned into the future in implementing the 

integration of ML algorithms and cloud computing for 

real-time data analysis the future looks bright (Bal et al 

2022). To ensure confidence and to endorse moral AI 

practices, explainable AI aims at enhancing the 

interpretability of machine learning models to provide 

insights on decisions made. AutoML makes it easier and 

faster to getting real-time data analysis solutions in place 

through its ability to make decisions about which model 

to use or to train, how to do it, and which tuning is best. 

Augmented analytics implemented AI and ML in data 

analytics to address how complex and time-consuming 

the process is, taking it to the next level by providing 

suggestions. Federated learning helps in the training of the 

ML models across decentralized data sources to form a 

collective model without the need for exchanging original 

data, making model construction more collaborative and 

enhancing protection of data (Uppal et al 2022). Hence, 

to facilitate constant intelligence, machine learning (ML) 

models are integrated into organizational operational 

processes for real-time analysis & decision-making to 

enhance organizational agility & business efficiency. 

Such advancements pose new prospects in enhancing the 

interface between AI and cloud computing with regard to 

adaptation of newly enhanced machine learning, thus 

boosting the efficiency of real-time data analysis systems. 

 

VII. CONCLUSION 
 

Compared to the previous years big data 

techniques, utilizing cloud computing and machine 

learning algorithms for real-time data processing is a new 

scientific shift. Some of the challenges that are 

characteristic of traditional data warehousing systems are 
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solved in this context, and the integration makes it 

possible to optimize queries and automate data 

management, as well as provide tools for predictive 

analysis. It is, however, necessary to address several 

critical issues that surround data management in 

organizations while tapping into its advantages, these are 

the issues of data security, data privacy, and the fact that 

data management often demands a level of technical 

expertise and resources that few are capable of providing 

in their entirety. 

 

REFERENCES 
 

[1] Li, H., Wang, X., Feng, Y., Qi, Y. and Tian, J., 

2024. Integration Methods and Advantages of 

Machine Learning with Cloud Data Warehouses. 

International Journal of Computer Science and 

Information Technology, 2(1), pp.348-358. 

[2] Emamian, M., Eskandari, A., Aghaei, M., 

Nedaei, A., Sizkouhi, A.M. and Milimonfared, 

J., 2022. Cloud computing and IoT based 

intelligent monitoring system for photovoltaic 

plants using machine learning techniques. 

Energies, 15(9), p.3014. 

[3] Ahmadi, S., 2023. Optimizing Data 

Warehousing Performance through Machine 

Learning Algorithms in the Cloud. International 

Journal of Science and Research (IJSR), 12(12), 

pp.1859-1867. 

[4] Uppal, M., Gupta, D., Juneja, S., Sulaiman, A., 

Rajab, K., Rajab, A., Elmagzoub, M.A. and 

Shaikh, A., 2022. Cloud-based fault prediction 

for real-time monitoring of sensor data in 

hospital environment using machine learning. 

Sustainability, 14(18), p.11667. 

[5] Bal, P.K., Mohapatra, S.K., Das, T.K., 

Srinivasan, K. and Hu, Y.C., 2022. A joint 

resource allocation, security with efficient task 

scheduling in cloud computing using hybrid 

machine learning techniques. Sensors, 22(3), 

p.1242. 

[6] Ige, T. and Sikiru, A., 2022, April. 

Implementation of data mining on a secure cloud 

computing over a web API using supervised 

machine learning algorithm. In Computer 

Science On-line Conference (pp. 203-210). 

Cham: Springer International Publishing. 

[7] Desai, F., Chowdhury, D., Kaur, R., Peeters, M., 

Arya, R.C., Wander, G.S., Gill, S.S. and Buyya, 

R., 2022. HealthCloud: A system for monitoring 

health status of heart patients using machine 

learning and cloud computing. Internet of 

Things, 17, p.100485. 

[8] Xu, Z., Gong, Y., Zhou, Y., Bao, Q. and Qian, 

W., 2024. Enhancing kubernetes automated 

scheduling with deep learning and reinforcement 

techniques for large-scale cloud computing 

optimization. arXiv preprint arXiv:2403.07905. 

[9] William, D. and Bommu, R., 2024. Harnessing 

AI and Machine Learning in Cloud Computing 

for Enhanced Healthcare IT Solutions. Unique 

Endeavor in Business & Social Sciences, 3(1), 

pp.70-84. 

[10] Kanungo, S., 2024. AI-driven resource 

management strategies for cloud computing 

systems, services, and applications. World 

Journal of Advanced Engineering Technology 

and Sciences, 11(2), pp.559-566. 

[11] Bian, J., Al Arafat, A., Xiong, H., Li, J., Li, L., 

Chen, H., Wang, J., Dou, D. and Guo, Z., 2022. 

Machine learning in real-time internet of things 

(iot) systems: A survey. IEEE Internet of Things 

Journal, 9(11), pp.8364-8386. 

[12] Martínez-García, M. and Hernández-Lemus, E., 

2022. Data integration challenges for machine 

learning in precision medicine. Frontiers in 

medicine, 8, p.784455. 

[13] Kaur, Jagbir. "Streaming Data Analytics: 

Challenges and Opportunities." International 

Journal of Applied Engineering & Technology, 

vol. 5, no. S4, July-August 2023, pp. 10-

16.https://romanpub.com/resources/ijaetv5-s4-

july-aug-2023-2.pdf 

[14] Pandi Kirupa Kumari Gopalakrishna Pandian, 

Satyanarayan kanungo, J. K. A. C. P. K. C. 

(2022). Ethical Considerations in Ai and Ml: 

Bias Detection and Mitigation Strategies. 

International Journal on Recent and Innovation 

Trends in Computing and Communication, 

10(12), 248–253. Retrieved from 

https://ijritcc.org/index.php/ijritcc/article/view/

10511 

[15] Ashok :    "Ashok Choppadandi, Jagbir Kaur, 

Pradeep Kumar Chenchala, Akshay Agarwal, 

Varun Nakra, Pandi Kirupa Gopalakrishna 

Pandian, 2021. "Anomaly Detection in 

Cybersecurity: Leveraging Machine Learning 

Algorithms" ESP Journal of Engineering & 

Technology Advancements  1(2): 34-41.") 

[16] Kaur, J. (2021). Big Data Visualization 

Techniques for Decision Support Systems. 

Jishu/Journal of Propulsion Technology, 42(4). 

https://propulsiontechjournal.com/index.php/jo

urnal/article/view/5701 

[17] Ashok : "Choppadandi, A., Kaur, J.,Chenchala, 

P. K., Nakra, V., & Pandian, P. K. K. G. (2020). 

Automating ERP Applications for Taxation 

Compliance using Machine Learning at SAP 

Labs. International Journal of Computer Science 

and Mobile Computing, 9(12), 103-112. 

https://doi.org/10.47760/ijcsmc.2020.v09i12.01

4 

[18] Chenchala, P. K., Choppadandi, A., Kaur, J., 

Nakra, V., & Pandian, P. K. G. (2020). 

Predictive Maintenance and Resource 

Optimization in Inventory Identification Tool 



 

 
 

305   This work is licensed under a Creative Commons Attribution- NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) 

 

ISSN: 2583-4053 

Volume-2 Issue-5 || October 2023 || PP. 215-214 
 

https://doi.org/10.55544/jrasb.2.5.32 

 

Journal for Research in Applied Sciences 

and Biotechnology 

www.jrasb.com 

Using ML. International Journal of Open 

Publication and Exploration, 8(2), 43-50. 

https://ijope.com/index.php/home/article/view/1

27 

[19] Kaur, J., Choppadandi, A., Chenchala, P. K., 

Nakra, V., & Pandian, P. K. G. (2019). AI 

Applications in Smart Cities: Experiences from 

Deploying ML Algorithms for Urban Planning 

and Resource Optimization. Tuijin Jishu/Journal 

of Propulsion Technology, 40(4), 50-56. 

[20] Case Studies on Improving User Interaction and 

Satisfaction using AI-Enabled Chatbots for 

Customer Service . (2019). International Journal 

of Transcontinental Discoveries, ISSN: 3006-

628X, 6(1), 29-34. 

https://internatioaljournals.org/index.php/ijtd/ar

ticle/view/98 

[21] Kaur, J., Choppadandi, A., Chenchala, P. K., 

Nakra, V., & Pandian, P. K. G. (2019). Case 

Studies on Improving User Interaction and 

Satisfaction using AI-Enabled Chatbots for 

Customer Service. International Journal 

[22] of Transcontinental Discoveries, 6(1), 29-34. 

https://internationaljournals.org/index.php/ijtd/a

rticle/view/98 

[23] Choppadandi, A., Kaur, J., Chenchala, P. K., 

Kanungo, S., & Pandian, P. K. K. G. (2019). AI-

Driven Customer Relationship Management in 

PK Salon Management System. International 

Journal of Open Publication and Exploration, 

7(2), 28-35. 

https://ijope.com/index.php/home/article/view/1

28 

[24] Ashok Choppadandi, Jagbir Kaur, Pradeep 

Kumar Chenchala, Akshay Agarwal, Varun 

Nakra, Pandi Kirupa Gopalakrishna Pandian, 

2021. "Anomaly Detection in Cybersecurity: 

Leveraging Machine Learning Algorithms" ESP 

Journal of Engineering & Technology 

Advancements  1(2): 34-41. 

[25] Ashok Choppadandi et al, International Journal 

of Computer Science and Mobile Computing, 

Vol.9 Issue.12, December- 2020, pg. 103-112. ( 

Google scholar indexed) 

[26] Choppadandi, A., Kaur, J., Chenchala, P. K., 

Nakra, V., & Pandian, P. K. K. G. (2020). 

Automating ERP Applications for Taxation 

Compliance using Machine Learning at SAP 

Labs. International Journal of Computer Science 

and Mobile Computing, 9(12), 103-112. 

https://doi.org/10.47760/ijcsmc.2020.v09i12.01

4 

[27] Chenchala, P. K., Choppadandi, A., Kaur, J., 

Nakra, V., & Pandian, P. K. G. (2020). 

Predictive Maintenance and Resource 

Optimization in Inventory Identification Tool 

Using ML. International Journal of Open 

Publication and Exploration, 8(2), 43-50. 

https://ijope.com/index.php/home/article/view/1

27 

[28] AI-Driven Customer Relationship Management 

in PK Salon Management System. (2019). 

International Journal of Open Publication and 

Exploration, ISSN: 3006-2853, 7(2), 28-35. 

https://ijope.com/index.php/home/article/view/1

28 

[29] Pradeep Kumar Chenchala. (2023). Social 

Media Sentiment Analysis for Enhancing 

Demand Forecasting Models Using Machine 

Learning Models. International Journal on 

Recent and Innovation Trends in Computing and 

Communication, 11(6), 595–601. Retrieved 

from 

https://www.ijritcc.org/index.php/ijritcc/article/

view/10762 

[30] Tilala, Mitul, Saigurudatta 

Pamulaparthyvenkata, Abhip Dilip Chawda, and 

Abhishek Pandurang Benke. "Explore the 

Technologies and Architectures Enabling Real-

Time Data Processing within Healthcare Data 

Lakes, and How They Facilitate Immediate 

Clinical Decision-Making and Patient Care 

Interventions." European Chemical Bulletin 11, 

no. 12 (2022): 4537-4542. 

https://doi.org/10.53555/ecb/2022.11.12.425. 

[31] Mitul Tilala, Abhip Dilip Chawda, Abhishek 

Pandurang Benke, Akshay Agarwal. (2022). 

Regulatory Intelligence: Leveraging Data 

Analytics for Regulatory Decision-Making. 

International Journal of Multidisciplinary 

Innovation and Research Methodology, ISSN: 

2960-2068, 1(1), 78–83. Retrieved from 

https://ijmirm.com/index.php/ijmirm/article/vie

w/77 

[32] Mitul Tilala. (2023). Real-Time Data Processing 

in Healthcare: Architectures and Applications 

for Immediate Clinical Insights. International 

Journal on Recent and Innovation Trends in 

Computing and Communication, 11(11), 1119–

1125. Retrieved from 

https://www.ijritcc.org/index.php/ijritcc/article/

view/10629 

[33] Tilala, Mitul, and Abhip Dilip Chawda. 

"Evaluation of Compliance Requirements for 

Annual Reports in Pharmaceutical Industries." 

NeuroQuantology 18, no. 11 (November 2020): 

138-145. 

https://doi.org/10.48047/nq.2020.18.11.NQ202

44. 

[34] Dodda, Suresh, Navin Kamuni, Venkata Sai 

Mahesh Vuppalapati, Jyothi Swaroop Arlagadda 

Narasimharaju, and Preetham Vemasani. "AI-

driven Personalized Recommendations: 

Algorithms and Evaluation." Propulsion Tech 

Journal 44, no. 6 (December 1, 2023). 



 

 
 

306   This work is licensed under a Creative Commons Attribution- NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) 

 

ISSN: 2583-4053 

Volume-2 Issue-5 || October 2023 || PP. 215-214 
 

https://doi.org/10.55544/jrasb.2.5.32 

 

Journal for Research in Applied Sciences 

and Biotechnology 

www.jrasb.com 

https://propulsiontechjournal.com/index.php/jo

urnal/article/view/5587 

[35] Big Data Analytics using Machine Learning 

Techniques on Cloud Platforms. (2019). 

International Journal of Business Management 

and Visuals, ISSN: 3006-2705, 2(2), 54-58. 

https://ijbmv.com/index.php/home/article/view/

76 

[36] Shah, J., Prasad, N., Narukulla, N., Hajari, V. R., 

& Paripati, L. (2019). Big Data Analytics using 

Machine Learning Techniques on Cloud 

Platforms. International Journal of Business 

Management and Visuals, 2(2), 54-58. 

https://ijbmv.com/index.php/home/article/view/

76 

[37] Cygan, Kamil J., Ehdieh Khaledian, Lili 

Blumenberg, Robert R. Salzler, Darshit Shah, 

William Olson, Lynn E. Macdonald, Andrew J. 

Murphy, and Ankur Dhanik. "Rigorous 

Estimation of Post-Translational Proteasomal 

Splicing in the Immunopeptidome." bioRxiv 

(2021): 1-24. 

https://doi.org/10.1101/2021.05.26.445792 

[38] Shah, Darshit, Ankur Dhanik, Kamil Cygan, 

Olav Olsen, William Olson, and Robert Salzler. 

"Proteogenomics and de novo Sequencing Based 

Approach for Neoantigen Discovery from the 

Immunopeptidomes of Patient CRC Liver 

Metastases Using Mass Spectrometry." The 

Journal of Immunology 204, no. 1_Supplement 

(2020): 217.16-217.16. American Association of 

Immunologists. 

[39] Mahesula, Swetha, Itay Raphael, Rekha 

Raghunathan, Karan Kalsaria, Venkat Kotagiri, 

Anjali B. Purkar, Manjushree Anjanappa, 

Darshit Shah, Vidya Pericherla, Yeshwant Lal 

Avinash Jadhav, Jonathan A.L. Gelfond, 

Thomas G. Forsthuber, and William E. Haskins. 

"Immunoenrichment Microwave & Magnetic 

(IM2) Proteomics for Quantifying CD47 in the 

EAE Model of Multiple Sclerosis." 

Electrophoresis 33, no. 24 (2012): 3820-3829. 

https://doi.org/10.1002/elps.201200515. 

[40] Big Data Analytics using Machine Learning 

Techniques on Cloud Platforms. (2019). 

International Journal of Business Management 

and Visuals, ISSN: 3006-2705, 2(2), 54-58. 

https://ijbmv.com/index.php/home/article/view/

76 

[41] Cygan, K. J., Khaledian, E., Blumenberg, L., 

Salzler, R. R., Shah, D., Olson, W., & ... (2021). 

Rigorous estimation of post-translational 

proteasomal splicing in the immunopeptidome. 

bioRxiv, 2021.05.26.445792. 

[42] Challa, S. S. S., Chawda, A. D., Benke, A. P., & 

Tilala, M. (2023). Regulatory intelligence: 

Leveraging data analytics for regulatory 

decision-making. International Journal on 

Recent and Innovation Trends in Computing and 

Communication, 11(11), 1426-1434. Retrieved 

from http://www.ijritcc.org 

[43] Fadnavis, N. S., Patil, G. B., Padyana, U. K., Rai, 

H. P., & Ogeti, P. (2021). Optimizing scalability 

and performance in cloud services: Strategies 

and solutions. International Journal on Recent 

and Innovation Trends in Computing and 

Communication, 9(2), 14-23. Retrieved from 

http://www.ijritcc.org 

[44] Challa, S. S. S., Tilala, M., Chawda, A. D., & 

Benke, A. P. (2021). Navigating regulatory 

requirements for complex dosage forms: Insights 

from topical, parenteral, and ophthalmic 

products. NeuroQuantology, 19(12), 971-994. 

https://doi.org/10.48047/nq.2021.19.12.NQ213

07 

[45] Fadnavis, N. S., Patil, G. B., Padyana, U. K., Rai, 

H. P., & Ogeti, P. (2020). Machine learning 

applications in climate modeling and weather 

forecasting. NeuroQuantology, 18(6), 135-145. 

https://doi.org/10.48047/nq.2020.18.6.NQ2019

4 

 

 

 

 


